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The author introduces the algebra of regular macronets (RMI'), which 1s an ex-
tension of the algebra of regular Petri nets and is intended for describing
protocol structures. To describe protocols that employ similar orocedures for
executing dissimilar functions, the author proposes a formal model that is .
called a recursive RMJ and that constitutes a compact notation of an RMI of a
certain class. The use of the model 1s illustratad by the example of the X.25/3

protocol, wnere the disconnect, reset, and restart procedures ars definad by
medns of a single structure.

. Protocols are of fundamental importance in computer and dats networis [1]. As a
rule, actual protocols have 2 compleX structure and are defined by means of a set of Dro=-
cedures that are intended for executing certain functions. At the same time, protocols
frequently empley simllar procedures to implement dissimilar functions. For example,
data-transmission procedures employing the window mechanism at the transport, network,
and link layers have a high. degree of similarity. The disconnect, reset, and restart
procedures in Recommendaticn X.25/3 are similar in many respects. These and other facts
indicate that it is possible to define a set of standard abstract protocols which could
be used to execute various functions in the process of constructing and deseribing spe-
¢ific protocols. This paper will attempt to formally substantiate an approach of this
tyve, utilizing recursive definition of protccols within the econfines of a given layer.
For this ourcoss, we propose a formal model, developed within the framework of the theory
sf Petri nets, that is a further elaboration of the apparatus of resgular macronsts [2].
Tne autnor nas utilized the idea of recursive definition of Petri nets [3,4].

DEFIAITION OF MACROHETS -

. 5 represent protocel strueturss, paper [2] informally introducsd mAcronets, com-
prising regular Patri nets with the operation of "disruption.” Below we will give a
acre rizorous definition, based on tne definition of regular Petri nets [5].

Oefinition 1. A regular macronst (RMNH) 15 a collection MN=(R. W, Ny p), wnere R={N,,
Ni,....N} is a finite set of pegular nets Ni={P:, Tu I, Oy Moy, that do not nave common =ia-
mznts, l.e., TT;=@ and PNPj=& for iskj; W={py Pun....0x} 15 4 Finits set of nonterminal
symbol-posivions such that for Vidj: meP; My&R 1s an axternal regular net; p: W—=RN\ {Ng} s
a one-to-one mapping that specifies a definition of nontarminal symbol-gositions.

in graphic terms, an RMT is a regular net that has composite nositions, inside of
wnlcn theres may be independent macroness [2]. Composits pesitions c¢orrespond So non-
terminal symbol-vositions. It is assumed that recursion is not allowed in the definition
of composite positions.

=5,

The head position n(MN) of an RMN 1is what we call the head posision h(NO) of regular
net NO if'it 1s simple. If it is composite, then we consider the head position of the
internal net o(h(Nd)). The process continues until a simple head position is dlscovered,
and this is designated as the head position of macronet MN,

In defining operations over RMil, we will confine ocurselves for simplicity to the

case In which all nets Ni are primitive, t.e., they are generated without the operation
" © 1987 by Allerton Press, lae,



of superposltion. The iteration, adjunetion, and exclusion opsratiocns "%", ";"_  an
"O" of RMN involve the execution of the corresponding operations with extermal nets Si..

q The marking.operation n(Mi) adds n mdrkérs to the head position of the exters
NO. If this positicn is composite, then n markers are.also added to the nead pcsizion

of the Internal net. The process is continued until markers nave been added tc 2 o
nead position.

Execution of the "disruption" cperation MN=(MV,OMN:) involves declaring head
tion h(MNz) to be a composite position, and placement at it of net iy to be Mdis
a

«f2ey

(MNQMHN;) =(RUR,, W.lj WU (A (MN2)}, Moo p1Upal { (B(MN2), Noi) 1.

: The operational rules for RMN are defined by means of two fundamental operations
over nets N,, namely placement of a marker at the head position, and removal of a marker

‘from the net, regardless of the position in which it is loecated. We denote the inrut

and output sets of transitlon positions t as Jt={p/l(p.f)=1} and P={p/O(p. ) =1}, Activation

of vransition t&T: 1s supplemented by the followlng rules. If the input transiftion prosi-
tions t include composite ones, 1.2., p=°MW, then a marker is extracted from the internal
net p(p). If the output positions incliude composite ones, i.e., pet’\W, then a marker is
inserted in the corresponding internal net o(p).

Graphicélly speaking, an RMN can alsoc be represented by a set of nets R, sach com=-
posite position of which.has an indicator or pointer to an internal net from R. In the
protoccl interpretatlon, each net Nl corresponds to a certain procedure, which can bhe

initiated or disrupted by other procedures. - .

Externally, RMN have many features in common with hierarchical nets [5], macrographs
[6], and complex hierarchically structured nets [7], but they differ significantly from
. them in terms of thelr operating rules.

' RECURSIVE MACRONETS

The similarlity of some procedures of protocols whose structure is specifisd by a
macrongt, expresses 1tself in the fact that the corresponding nets have the same topo=-
logy. The set of these nebs can be .specifisd by a single net in which certain values
2re assoclatsd witn markers, 3s is the case, =.g., in csclorsd Patpl nensz 33,

. .Assume tnat X is a variable that.1s specifilzsd on the set of values Dom X. Wizh
#ach ndt ¥, in Dafinition 1 we associate variablz X,, and we denors the rasulcant nat

N* = {(N;, a)|aebomX.-}. ve

=N, Xd. | Tnis intsrprefation spacifiss 2 sen 2

i naT3
nat. from tals set oy Nie). Each position peP; and Soans tel; will corresrond
ts p¥*. and t*,, wnose elements are denocted by p.{ag) and raspzesively.,  Lern % =
o U pc‘ R‘“‘ U N"E‘- -pl: W‘-PR‘_ B LT e
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DEFIRTE on’ 2174 redursive regutar Mhetonet 157a! co1ldsd Exn RMN =R W Wilal o, “andra
Rr= (N, M. Najand  Nola)eRe :
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. . Thus, 2 recursive RMN 15,3 set. of regular nets, in which the marksrs are identified
v ¥alues from’ a ceptain particular s=z£.- It should be pointad out than RMN ars a3 nar-

2uiar case ol recursive IMT for |DomKii=l for Vil n Tnserrtion of a marwer 3
sgition o aet H{ka) 1s 2guivalent to insertion of a marker wich valus g at =

gosition of net N,. The same 1s true of removal of 2 marksr. The operating rules ror
i k z

recursive RMN ares modified as follows. Assume that, in net Ni=(N, X, wransition t{g)

with a=Ddom X, 1s activated, which carries markers with value a from input to output posi-
tions. Then, 1f the inpus positions of transition % include a composite one (i.2., p=mW?,
then a marker is removed from net p'(p(gj). IF the outpus posiclons of transition © in=-

clude a composite one (pefNW), then a marker 1s placed at the head position of net p’(p(a)).

A recursive RMN can be repraesented graphically by a ser of necs d'y and by function

0'. At tne same time, to keep the protocols clear and tractable, it can be expanded into
an RMN and represented by a single net,

28]



PROTOCOL INTERPRETATION OF RECﬁR%IVE RMN

Our protocol interpretation of. recursive RMN will be illustrated usinz
of Recommendation X.25/3 for the virtual-circuit mode for data term
formal description on the basis of RMN was provided in [2]. We introd
notation. Assume that x identifies some protocol command. Using this
define the following set of command namss: (=R, }x.R |x.C, $7.C}. Hers the i
%r?nsmission {}) or reception (4), while the suffix denotes regquest (R) or

G

Assume that we have fixed the set of command names C=CUCUCUCYCs, where C,={}CR,
1CR, |C.C,1C.C) 15 the set of command names for the connection-establishment procedurs;
Co={}CL-R, {CL.R, }CL_C, $CLC} is .for the disconnection procedure; Cy={}DT,4DT, {RR, {RR. |RNR, RN R}
is for the data-transmission procedure; Cy={{RS.R, $RS.R, }RS_C, {RS_C} is for the reset Lro-
cedure; and Cs={{RST-R, }RST_R, JRST_C,{RST_C} is for the restart procedure. For purposes of
simplicity, we will not consider the interrupt-transmission procedure, &

We define the abstract disruption procedure as DIS(z)=2({(x-R; ({z.CO +x_R))O ($x_R; } x_C)),
where x functions as a formal variable defined on the sef Domx={CL,RS,RST}. Then the
structure of the protocol can be represented as the net N=I1(((CON; (DATODIS(RS)))ODIS(CL)}
ODIS(RST)), where CON={({C_R; ({C_CO(+C_R; $C_C)))T({C_R; }C_C)) 1is *the struecture of the connec-
tion-establishment procedure, while the structure of the data-transmission procedure has
the form DAT=(«({DTO{DTO{RRO{RR); «(4RNR; |RR); *({RNR; tRR)). Here, the single standard
structure DIS is used to specify the structurs of three different procedures (disconnec-
tion, reset, and restart),

The accompanying figure depicts the recursive RMN describing the structure of the
protocol. The RMN consists of three regular nets. The variable x is associated with
the net DIS, and markers in it can assume values from the set Domx={CL,RS,RST}. Positions
Dy and p3 are composite. Each position has an associated mapping, which defines an in-

ternal net, in accordance with the value of the marker. The initial marking of position
p3 has two markers: CL and RST. The net can operate as follows. Upon activation, B8,

of transition (xR with x = CL, the marker with identifier CL is moved from position Lo
to py. Since 3 is a composite position, a marker is removed from the internal net (from
position pl), which is provided by the net CON in this case. Further, upon activation

of transition fx*C'with X = CL, marker CL is moved from position by to The marker

BPae -
3
is placed at the head position of the internal net CON. This sequence of activation of
transitions is interpreted as exgcuticn of the disconnection procedure. Execution of
this procedure disrupts the execution of the connection=establishment procedure, corre-
* sponding to removal of a marker from the net, If, for example, the connectlion were in
the data~-transmission phase at the instant of dlsconnection (with a marker at position
P, of CON, and hence with a marker in net DIS(RS)), then the reset and data—transmission

procedures would also be disrupted, since p, is a composite position.
2 p

The above example demonstrates that our model is suitable for repregsenting grotocgls
at a fairly high level of abstraction, i.e., on the control-structure level. At the
same time, the model can also be used for complete definition of a protocol. Indeed,
the complete description of a protoesol can be specified by an interpreted Petri net,
in which positions are associated with attribute vectors, while transitions are 4850
clated with operations over them [9]. In the protocol interpretation, attributes are
treated as variables and rarameters of a protocol, as fields of protocol blocks. Return-
ing to our example, and comparing the complete disconnection, reset, and restart proce—
dures, wWe can observe that they have the same formats of protocol blocks and timing mech-
anisms (i.e., timer switch-on, switch-off, and completion procedures). At the same time,
these procedures differ in terms of the paramneter values - the time-outs and the values
of the fields of protocol blocks. These differences can be taken into account by intro-
duclng additional variables into the abstract procedure. For example, in the disruption
procedure DIS, in additicn to the variable x we Create a varlable that defines the value
of the time-out, and possibly other variables as well,

Although 1t was shown above that our proposed approach can be used in general ko
formalize existing protocols, it is more effective to employ it in developing and de-
scribing new protocols. A& protocol developer who has available g set of abstracts, fre-
quently used, well-verified (and, perhaps, implemented} procediures can use them to con-
struct complex realistic protocols. He can employ the same procedure several times to
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Structure of X.25/3 protoecol,

implement different protocol functions.. The idea of this approach is very similar to
that of assembly programming [10], which ensures the soundness of the development pro-
cess. Even at present, some results obtained using this approach are available [11].

CONCLUSIONS

‘We have proposed a formal model that makes it possible to simplify the description
and comprehension of protocols of a certain class. Once the developer has understood
the structure and functioning of an abstract procedure, he can readlly comprehend the
operation of the corresponding specific procedures. Thls makes it possible to simplify,

- and evidently to reduce, the work invoived in subsequently implementing the protocol.

No less important 1s the fact that the proposed approach simplifies the task of protocol
verification, since the fact that the abstract protocol procedure is correct implies
that the corresponding step of specific protocels is also correct [2], and protocol

- procedures can be verifled and Investigated independently of one another.
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